Improved Quality Keyframe Selection Method for HD Video
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Abstract

With the widespread use of the Internet, services for providing large-capacity multimedia data such as video-on-demand (VOD) services and video uploading sites have greatly increased. VOD service providers want to be able to provide users with high-quality keyframes of high quality videos within a few minutes after the broadcast ends. However, existing keyframe extraction tends to select keyframes whose quality as a keyframe is insufficiently considered, and it takes a long computation time because it does not consider an HD class image. In this paper, we propose a keyframe selection method that flexibly applies multiple keyframe quality metrics and improves the computation time. The main procedure is as follows. After shot boundary detection is performed, the first frames are extracted as initial keyframes. The user sets evaluation metrics and priorities by considering the genre and attributes of the video. According to the evaluation metrics and the priority, the low-quality keyframe is selected as a replacement target. The replacement target keyframe is replaced with a high-quality frame in the shot. The proposed method was subjectively evaluated by 23 votes. Approximately 45% of the replaced keyframes were improved and about 18% of the replaced keyframes were adversely affected. Also, it took about 10 minutes to complete the summary of one hour video, which resulted in a reduction of more than 44.5% of the execution time.
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1. Introduction

With the widespread use of the Internet, services for providing large-capacity multimedia data such as video-on-demand (VOD) services and video upload sites are rapidly increasing. In order for such a large-capacity multimedia to be efficiently provided to the users, video analysis method, summarization method, search method, and browsing method suitable for the characteristics of the multimedia are required. In particular, VOD service providers want to provide a large amount of high-definition (HD) and full high-definition (FHD)-quality videos having a length of about one hour within a few minutes after the broadcast ends. Video summary can provide meaningful and interesting summaries through keyframe extraction in high-quality, high-volume videos. These summaries improve the VOD service and help users quickly and intuitively understand the content of each video and quickly pick the videos of interest.

Recent researches in the field of video summarization include the extraction of keyframes considering differences in pixel values between adjacent frames [1],[2], the keyframe selection using local features [3], keyframe generation considering probability of occurrence [4],[5], video summarization using deep learning [6],[7], a conversion of video image to cartoon based expression using optimization technique [8], and a summarization of videos taken from multiple cameras [9],[10].

Kim [1],[2] proposed a method of automatically extracting keyframes using an activity function. The activity function can measure the change in the content of the frame by summing the difference between the pixels of adjacent frames. Shots are segmented based on this value, and more keyframes are allocated to shots with a large amount of changes. In each shot, the number of keyframes is distributed considering the content change.

Guan et al. [3] proposed a keypoint-based keyframe selection method that uses local features instead of representing each frame as global features. They aimed to increase the representation of keyframes and reduce the redundancy of keyframes. To do this, they defined the coverage and redundancy criteria for keypoints. And they select keyframes with a set of keypoints to improve the satisfaction of the two criteria through the optimization method.

Kumar et al. [4] proposed a visual semantic-based 3D video retrieval system using the keyframe representation proposed in [5]. The method proposed in [5] generates a keyframe considering the probability of occurrence of intensity for each pixel of frames in a shot. The generated keyframe represents the frequency of appearance of a frame in a shot in a pixel, but the visual quality of the keyframe tends to deteriorate in a shot with a large change.

Mahasseni et al. [6] proposed a method for unsupervised video summarization with Adversarial long short-term memory network (LSTM) networks. Deep summarizer network performs unsupervised learning to minimize the distance between video and keyframes. They proposed a new generative adversarial framework consisting of summarizer and discriminator. The summarizer decodes the summarization after selecting the video frame with the autoencoder LSTM, and the discriminator performs the distinction between the original video and the generated summary with the other LSTM.

Panda et al. [7] proposed a method of extracting video set information based on video data grouped by topic keywords and summarizing video of the set. To do this, they proposed a collaborative video summarization (CVS) approach. This method aims to find rare shots with representative and diversity and to capture the important characteristics of the video and the
generality of the set. To do this, they set representative, scarcity, and diversity as attributes of a good summary, extract features using CNN in video, perform a collaborative sparse representative selection, and finally generate a summary.

Chu et al. [8] proposed a system to convert video into comics-based presentation, as an effective and interesting storytelling method. This system has page allocation, layout selection, and speech balloon placement as main components. Each component was formulated as an optimization problem and sought a solution in a systematic way. In the preprocessing step, they found the shot boundary, extracted keyframes by shot, and used it as input for the system. Color histogram distance and motion type of the shot were considered for keyframe extraction. Also, to avoid the case of near-duplicate frames due to dynamic motion, keypoint-based keyframe selection [3] was applied to eliminate redundant keyframes.

Kuanar et al. [9] proposed a method for solving multi-view video summarization problem by applying a graph-theoretic solution to efficiently display important information when multiple cameras were photographed from various perspectives. To model the shot representative frame after temporal segmentation, they used semantic feature consisting of visual bag-of-words and visual features. Gaussian entropy was applied to remove low activity frames. In addition, inter-view dependencies were identified through bipartite graph matching. In the preprocessing step, they performed the motion-based shot boundary detection method and used the middle frame of the shot as the keyframe.

Zhang et al. [10] proposed a system that performs video summarization on multiple georeferenced videos for tourists to preview a place of interest. When the user enters a query, the system searches for multi-video, generates a Gaussian-based capture intention distribution model for each video, and detects the geographic ROI (GROI) in keyframes of multiple videos. Then, the system performs GROI-based video segmentation, selects a geo-key, select a high-quality video, and generates a new summarized video. They used the middle frames as the representative frames for the generated summary videos.

Previous studies on video browsing focused on separating a video into shots. Keyframe extraction was not their main objective, and a simple strategy has been used—extracting the first frame or the middle frame of the shot as a keyframe. However, the previous method did not consider the quality of keyframes sufficiently and could not flexibly cope with the difference of video or genre. In addition, the previous methods take a long processing time for massive videos.

In this paper, we propose a fast and high quality keyframe selection method that can flexibly utilize multiple keyframe evaluation metrics. The proposed method can extract high-quality keyframes for about one hour of video in different genres in about 10 minutes.

The contents of the paper are as follows. In Section 2, we review shot-based keyframe extraction methods. In Section 3, the proposed method and the priority filter are introduced. Section 4 evaluates our method in terms of keyframe quality and the computation time. Section 5 concludes and discusses future research.

2. Related Work

Existing shot-based keyframe extraction schemes [11] include simple methods [12], motion-based methods [13], color-based methods [1],[2],[14], entropy-based methods [15],[16], keypoint-based methods [3], and clustering-based methods [17],[18].
The simple methods [12] are the simplest and easiest approach to extract keyframes at pre-defined positions in each shot such as the first frame or the middle frame. These methods need shot boundary detection.

The motion-based methods are methods of searching frames with locally minimum change in the video and extracting the frame as keyframes by calculating the brightness difference between pixels or using an optical flow [13]. They try to take advantage of the tendency of gestures and camera movements to stop in normally accented frames.

The color-based methods [14] are methods of using the color difference between frames, that increases when the shot changes or when the content change is large. The first frame of the video is selected as the first keyframe. If the difference between the color histograms of the succeeding frame and the color histogram of the previous keyframe is greater than the threshold value, the corresponding frame is added as a new keyframe.

The entropy-based methods [15],[16] calculate the difference between neighboring frames based on entropy and add the frame as a keyframe if the entropy difference is greater than the threshold value.

The keypoint-based keyframe selection methods [3] use local features instead of representing each frame as global features.

The clustering-based methods [17],[18] use a clustering algorithm to group similar frames by incorporating a new frame into an existing cluster based on the threshold of similarity, or by including it as a new cluster. A frame near the center of each cluster is selected as a representative keyframe.

The simple methods are fast because the algorithm is simple, but selected keyframes may not have good image quality. The motion-based methods, the color-based methods, the entropy-based methods, and the keypoint-based methods consider only the specific properties of the image and do not consider the quality and the contents of the frames. The clustering-based methods have a disadvantage that the computation time is very long.

In our previous study [19], we proposed a keyframe selection method using image contrast evaluation and motion evaluation. This method was limited to drama and did not take priority into consideration. In this paper, we extend our existing method and propose a method using a priority filter.

3. Proposed method

The objective of the proposed algorithm is to select high-quality keyframes after the shot boundary detection. Fig. 1 shows the overall process of the proposed algorithm. First, the algorithm selects initial keyframes in each shot. Next, user selects evaluation metrics suitable for the given video genre and then we determine low-quality keyframes to be replaced, by utilizing the priority filter. Finally, the low-quality keyframes are replaced with the high-quality keyframes. The high-quality frames are searched within the corresponding shot.
3.1 Keyframe Selection Method

3.1.1 Initial Keyframe Extraction

At the initial keyframe extraction step, we detect the shot boundaries and extract initial keyframes by using the simple method. We use Park's method [20] as the shot boundary detection method, and then extract the first frames as the initial keyframes. Any shot boundary detection method can be used for our algorithm.

3.1.2 Keyframe Evaluation Metrics

As shown in Fig. 2, it is observed that initial keyframes may not be satisfactory to users because of the followings.

1) Image contrast is low.
2) Keyframes have motion blur.
3) Similar keyframes are repeatedly selected.
4) In drama, keyframes without faces are selected.
5) In news, keyframes without captions are selected.
We define the following “keyframe quality” metrics: image contrast evaluation, motion blur evaluation, similarity evaluation, face detection, and caption detection. We replace frames with low “keyframe quality” by frames with high “keyframe quality”, based on this “keyframe quality” metrics. In the rest of this paper, we simply use the word “quality” meaning “keyframe quality”.

1) Image Contrast Metric (ICM)

From the histogram of an image $I$, we first exclude the upper and lower 5%, and we select maximum brightness $I_{\text{max}}$ and minimum brightness $I_{\text{min}}$. Then we compute the image contrast metric by (1).

$$ICM(I) = \frac{I_{\text{max}} - I_{\text{min}}}{256}$$

Using (1), we obtain the image contrast metric ($ICM$). The $ICM$ represents the range from the minimum intensity to the maximum intensity of the frame $I$. If $ICM(I)$ is lower than 0.25, frame $I$ is determined as a low-contrast keyframe.
2) Motion Evaluation Metric (MEM)

The motion evaluation metric evaluates the degree of motion blur between \( i \)-th frame \( I_i \) and \((i + k)\)-th frame \( I_{i+k} \). We compute the motion evaluation metric (MEM) by (2).

\[
MEM(I_i, I_{i+k}) = \frac{1}{L \times K} \sum_{l=1}^{L} \sqrt{ o_{lx}^2 + o_{ly}^2 } \\
\frac{1}{\sqrt{N^2 + M^2}}
\]

Here, the numerator is the average of the optical flows between frame \( I_i \) and frame \( I_{i+k} \). \( L \) is the number of optical flows between frame \( I_i \) and frame \( I_{i+k} \). \( o_{lx} \) is the \( x \) component of \( l \)-th optical flow from frame \( I_i \) to frame \( I_{i+k} \). \( o_{ly} \) is the \( y \) component of the \( l \)-th optical flow from frame \( I_i \) to frame \( I_{i+k} \). The denominator of (2) is the length of the diagonal of the frame for normalization. \( N \) is the height of the frame and \( M \) is the width of the frame. We set \( k \) to 2.

The average motion between the before and the after frame of the keyframe is computed using the LK-optical flow [21]. If the initial keyframe is the first frame of the shot, we compute the average motion between the first and third frame of the shot. The threshold value is set to 0.015. If the motion is larger than the threshold value, we determine the keyframe to be a blurry frame to be replaced.

3) Similarity Metric (SM)

The similarity metric evaluates the similarity between two images by computing the histogram similarity. Equation (3) shows the histogram similarity between image \( I \) and image \( J \).

\[
SM(I, J) = \sum_{j=0}^{255} \min(H(I)_j, H(J)_j) \\
N \times M
\]

In this equation, \( H(x)_j \) is the value of \( j \)-th bin \((j = 0, 1, \ldots, 255)\) of the histogram of an image \( x \). \( N \) is the height of the image and \( M \) is the width of the image. We evaluate the similarity of the \((i-1)\)-th keyframe with \( i \)-th keyframe for replacement. If the similarity is greater than 0.9, then the \( i \)-th keyframe is determined as a similar keyframe. The similar keyframe is selected to be replaced by a dissimilar frame.

4) Face detection

To detect human faces, we use the Viola-Jones [22] method. This method detects the human face using AdaBoost with a cascade scheme. We assumed that the presence of a human face is highly related to the importance of a frame, especially in dramas. Thus we detect faces, and then keyframes without faces are considered to be a low-quality keyframe to be replaced.
When the threshold value is set to 1, keyframes without a person are replaced by a frame including a person.

5) Caption detection

We use the Neumann's method [23] to detect captions. Neumann uses an efficient sequential selection in the extremal region sets. In the case of news, captions contain important information. Therefore, we use the sum of the ratio of caption areas in the frame to select more-informative frames. The area of the main captions of the news is around 5%, and the threshold value is set to 0.02. If the ratio is lower than the threshold 0.02, the keyframe is considered to be a caption-free frame to be replaced.

Meaningful evaluation metrics are different according to the genre or attribute of the video, and the appropriate threshold values should be carefully determined. Table 1 shows the algorithm for each evaluation metric and the threshold value set in this study. In the case of the image contrast evaluation, it is effective for selecting good keyframes for a video that includes night shots. The motion evaluation can be suitable for dynamic scenes, such as action scenes. The similarity evaluation can reduce the redundancy of keyframes and increase the content coverage by excluding similar keyframes. The face detection is suitable for drama. The caption detection is suitable for cases where captions contain important information, such as news.

The evaluation metrics are applied sequentially according to their priority. The priority was determined by considering the importance, frequency, and computation time of evaluation metrics. Because each evaluation metric has different characteristics, it should be used according to the characteristics of the videos. The evaluation metrics are used for low-quality keyframe selection and keyframe replacement using the priority filter.

### Table 1. Algorithms and thresholds for evaluation metric

<table>
<thead>
<tr>
<th>Evaluation metric</th>
<th>Algorithm</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image contrast evaluation</td>
<td>Image Contrast Metric</td>
<td>0.25</td>
</tr>
<tr>
<td>Motion evaluation</td>
<td>LK-Optical flow [21]</td>
<td>0.015</td>
</tr>
<tr>
<td>Similarity evaluation</td>
<td>Histogram Similarity</td>
<td>0.9</td>
</tr>
<tr>
<td>Face detection</td>
<td>Viola-Jones [22]</td>
<td>1</td>
</tr>
<tr>
<td>Caption detection</td>
<td>Neumann [23]</td>
<td>0.02</td>
</tr>
</tbody>
</table>

3.1.3 Priority Filter

The priority filter is an algorithm that replaces an unsatisfactory keyframe with the most satisfactory frame within the corresponding shot, by applying the selected evaluation metrics with priority according to importance. Appropriate priorities may vary depending on the genre or the nature of the video, so you need to be able to select priorities. For example, the caption detection is not appropriate for dramas but it is of great importance for news. The priority filter algorithm consists of two stages: the first is to select low-quality keyframes to be replaced, and the second is to replace it with high-quality ones.
3.1.3.1 Procedure for priority filter

1) Selection of low-quality keyframes

In the first step, the evaluation metrics are applied for the selection of low-quality keyframes. If a keyframe does not satisfy one or more evaluation metrics, it is selected as a replacement target. In the evaluation procedure at the time of detection of the low-quality keyframe, we perform the simple evaluation metric first in order to save the computation time.

2) Keyframe replacement

At the keyframe replacement stage, we replace the low-quality keyframe with a high-quality frame in the corresponding shot. For each frame in the shot we evaluate the frame according to the priority, and then pass-score is recorded. If not passed, the following metrics are not used. For example, suppose we evaluate 3 metrics in the order of the image contrast evaluation, the motion evaluation, and the face detection. If a frame passes the image contrast evaluation, but fails to pass the motion evaluation, then the face detection is not evaluated. And the pass-score is 1. After all frames are evaluated, we select the best frame with the highest priority metric among the highest pass-score frames. Algorithm 1 is the pseudocode of the priority filter.

Algorithm 1. Priority filter

<table>
<thead>
<tr>
<th>Problem: Selecting high-quality keyframes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: A video consisting of shots, priority_evaluation_metrics</td>
</tr>
<tr>
<td>Output: keyframes</td>
</tr>
<tr>
<td>// Initialize the variables</td>
</tr>
<tr>
<td>INITIALIZE keyframes[total number of shots] to NULL, low_quality_keyframes[total number of shots] to FALSE</td>
</tr>
<tr>
<td>// Selection of initial keyframes</td>
</tr>
<tr>
<td>FOR  shot_index=1 to total number of shots</td>
</tr>
<tr>
<td>STORE the first frame of shots[shot_index] to keyframes[shot_index]</td>
</tr>
<tr>
<td>END FOR</td>
</tr>
<tr>
<td>// Detection of low-quality keyframes</td>
</tr>
<tr>
<td>FOR shot_index=1 to total number of shots</td>
</tr>
<tr>
<td>FOR each evaluation_metric in priority_evaluation_metrics</td>
</tr>
<tr>
<td>IF low_quality_keyframes[shot_index] is FALSE THEN</td>
</tr>
<tr>
<td>IF evaluate_keyframe(keyframes[shot_index], evaluation_metric) is low-quality THEN</td>
</tr>
<tr>
<td>low_quality_keyframes[shot_index] = TRUE</td>
</tr>
<tr>
<td>END IF</td>
</tr>
<tr>
<td>END IF</td>
</tr>
<tr>
<td>END FOR</td>
</tr>
<tr>
<td>END FOR</td>
</tr>
<tr>
<td>// Change low-quality keyframes to high-quality keyframes</td>
</tr>
<tr>
<td>FOR shot_index=1 to total number of shots</td>
</tr>
<tr>
<td>IF low_quality_keyframes[shot_index] is TRUE</td>
</tr>
<tr>
<td>shot = shots[shot_index]</td>
</tr>
<tr>
<td>frame_length = total number of frames in shot</td>
</tr>
<tr>
<td>END FOR</td>
</tr>
</tbody>
</table>
3.1.3 How to set priority filter

The priority filter can easily and flexibly set various evaluation metrics, but requires user's judgment on priority setting. As a criterion for determining the priority of the evaluation metrics, it is possible to consider the genre and attribute of the video, the performance according to the metrics, and the computation time. Basically, it is appropriate to apply the metrics appropriate to the genre or the attribute of the video. It is also necessary to consider the performance and computation time of the metrics in practical terms. For example, in the case of drama, face detection is one of the significant metrics [24], but when the F-measure of the algorithm is relatively low and the computation time is long, it may be better not to use it or to set the priority lower. In addition, you can choose to use only light evaluation metrics depending on the available time.

When there are several evaluation metrics to be considered, there is a tendency that more keyframes that satisfy the high priority evaluation metrics are included. This is in a tradeoff relationship with the keyframe rate of the subordinate evaluation metrics. For example, if two evaluation metrics are set in a different order, approximately 60-70% of the images will obtain similar quality results, and the rest will have better keyframes in terms of the higher priority evaluation metric. On the other hand, the ratio of keyframes considering the subordinate evaluation metric is relatively small. This occurs because some shots do not satisfy multiple evaluation metrics at the same time. In addition, although it is advantageous in terms of execution time that the evaluation metric which takes a long time was less prioritized, the difference obtained from the experiment is not more than 2% on average.

3.2 Optimization of computation time

In many VOD applications, keyframes of a video need to be provided right after the broadcast ends. So all the processing for keyframe selection should be done in, for example, 10 minutes for one-hour video contents. In this paper, we optimize the computation time by using downsampling and frame sampling for fast keyframe selection because the computation time of the priority filter is related to the processing time for each frame and the number of frames. For the face detection and the caption detection, it takes more than 1 hour to process at the original resolution. Therefore, downsampling and frame sampling are necessary for fast

```
INITIALIZE pass_scores[frame_length] to 0
FOR frame_index=1 to frame_length
    FOR each evaluation_metric in priority_evaluation_metrics
        IF evaluate_keyframe(shot[frame_index], evaluation_metric) is high-quality THEN
            INCREMENT pass_scores[frame_index]
        ELSE
            BREAK
        END IF
    END FOR
END FOR
max_value = max(pass_scores) // Find the maximum value of pass_scores
// In the shot, select the frame whose pass_scores is the max_value as the keyframe.
keyframes[shot_index] = best_frame(pass_scores, max_value)
END IF
END FOR
RETURN keyframes
```
processing. Fig. 3 shows graphs of F-measures according to resolution change. Fig. 4 shows graphs of computation time according to resolution change. In the case of the drama, the caption detection is omitted because there is no caption. In the case of the news, the face detection is not important, so it is omitted. Also the results of the caption detection of the original resolution are omitted because it takes too much computation time. Before we compute F-measure, the ground truth low-quality keyframes for each evaluation metric have been selected subjectively by 5 graduate students.

As shown in Fig. 3 (a) and (b), the image contrast evaluation and the similarity evaluation do not substantially degrade the performance, even if downsampling is performed. However, the performance of the face detection and the caption detection decreases slightly with decreasing resolution. As shown in Fig. 4 (a) and (b), the computation time is relatively short in the image contrast evaluation, the similarity evaluation, and the motion estimation, and the computation time gradually decreases as the resolution is reduced. Nevertheless, the face detection and the caption detection require a long computation time and the computation time can be significantly reduced by downsampling.

---

![Fig. 3. F-measure changes by downsampling. (a) F-measure of the drama, (b) F-measure of the news.](image1)

![Fig. 4. Computation time changes by downsampling. (a) computation time of the drama, (b) computation time of the news.](image2)

When we replace a low-quality keyframe with a high-quality frame in the shot, we apply frame sampling to save computation time. Fig. 5 compares frame sampling at every frame and at 15 frame intervals at a resolution of 128 × 72. The computation time for face detection was
reduced from 11.2 min to 5.5 min, and the computation time of the caption detection was reduced significantly from 60.7 min to 14.8 min. The evaluation at the keyframe selection stage is applied from the fast evaluation metric to the slow evaluation metric. If it does not pass the quick evaluation metric, it is judged to be the replacement target, so that it is possible to omit the inspection of the slow evaluation metric, thereby reducing the computation time. At the time of keyframe replacement, the test is limited to the frames satisfying the evaluation successively, thereby reducing the number of examinations of evaluation metrics with lower priority.

![Fig. 5. Computation time according to frame sampling. 1 and 15 are the sampling intervals of the frame. (a) computation time of the drama, (b) computation time of the news.](image)

Considering the computation time, it is necessary to lower the resolution and to increase the frame sampling interval. However, the face detection and the caption detection are degraded as downsampling is performed. Therefore, it is appropriate to do frame sampling at longer intervals rather than do too much downsampling. Through such a method, it is possible to perform keyframe selection within a short time by reducing the computation time.

The time complexity of the proposed priority filter is \( O(n) \), where \( n \) is the total number of frames in the video. Assume that the number of evaluation metrics is \( e \), the probability of low-quality keyframe is \( p \), the number of keyframes is \( K \), and the sampling interval is \( s \). In this case, the best-case time complexity is \( B(n) = K \ast e \), when all initial keyframes are satisfactory. The average-case time complexity is \( A(n) = (K + p \ast n/s) \ast e \), and the time complexity depends on the probability of low-quality keyframe. The worst-case time complexity is \( W(n) = (K + n/s) \ast e \), where all initial keyframes are unsatisfactory but all the remaining frames meet the evaluation criterion.

### 4. Experiments

Our experiments use the dataset of Table 2. The dataset consists of a drama and a news video of about 1 hour each. First video is the drama “Descendants of the Sun,” Episode 1, and second video is the news “MBC Newsdesk.” We have extracted approximately 500 shots, depending on the requirements of service. We used Windows 10 64-bit, Intel® i7 3.40-GHz CPU, RAM 16 GB, and GTX1080 for the experiment.
To evaluate the proposed algorithm, we compare the initial keyframes and the resulting keyframes of the proposed algorithm. 23 people voted on the improvement or the disimprovement of the results. The shot boundary detection stage is not included in the computation time.

### Table 2. Datasets

<table>
<thead>
<tr>
<th>Genre</th>
<th>Drama</th>
<th>News</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video name</td>
<td>KBS, Descendants of the Sun – episode 1</td>
<td>MBC, Newsdesk – episode 10343</td>
</tr>
<tr>
<td>Resolution</td>
<td>1280×702</td>
<td>1920×1080</td>
</tr>
<tr>
<td>Total duration</td>
<td>59 min. 15 s.</td>
<td>56 min. 44 s.</td>
</tr>
<tr>
<td>Numbers of shots</td>
<td>492</td>
<td>494</td>
</tr>
<tr>
<td>Numbers of frames</td>
<td>106559</td>
<td>102047</td>
</tr>
</tbody>
</table>

### 4.1 Drama

For the drama, we used the image contrast evaluation and the similarity evaluation. Fig. 6 shows the performance evaluation results. Of the initial keyframes, 22% of the keyframes were replaced, and 49% of the replaced keyframes have shown improvements, 20% have shown disimprovements, and 32% have shown similar quality.

Fig. 7 shows examples of improvement in image contrast. Low contrast initial keyframes were selected for replacement and replaced with higher quality images than the initial keyframes. Although only the contrast evaluation and the similarity evaluation were used, the higher quality frames were selected as the keyframe.

Fig. 8 shows an example of reducing similarity. A similar frame was repeatedly selected as a keyframe, but the similar keyframe was replaced with a frame with a low similarity using the similarity evaluation.

Fig. 9 shows example of disimprovement. The proposed keyframe of shot 242 does not express the specific situation of the shot because only one person's close-up frame is selected.

In the drama, to reduce the computation time, the resolution of the frames was downscaled to 128 × 72 and the frame sampling was performed at intervals of 15 frames. As a result, the computation time has been reduced from 2.24 minutes to 1.24 minutes, which is 44.5% reduction.

![Fig. 6. Change of keyframe quality in drama](image-url)
Fig. 7. Example of improvement by image contrast. (a) initial keyframe, (b) proposed keyframe.

Fig. 8. Example of improvement by reducing similarity. (a) initial keyframe, (b) proposed keyframe.

Fig. 9. Example of disimprovement. (a) initial keyframe, (b) proposed keyframe.

4.2 News

For the news, the caption detection and the image contrast evaluation were applied as evaluation metrics. Fig. 10 shows the performance evaluation result. 54% of the initial keyframes were replaced, and 42% of the replaced keyframes have shown improvement, 15% have shown disimprovement, and 42% have shown similar quality.

Fig. 11 shows examples of improvement by caption evaluation. It can be confirmed that the keyframes without captions are replaced with the keyframes containing the captions, which provide more important information for news.
In the news, to reduce the computation time, the resolution of the frames was downscaled to 256 × 144 and the frame sampling was performed at intervals of 30 frames. As a result, the execution time of 10 hours was reduced to 11.12 minutes, which is about 50 times faster.

Fig. 10. Change of keyframe quality in news

Fig. 11. Example of improvement by caption evaluation. (a) initial keyframe, (b) proposed keyframe.

5. Conclusion

In this paper, we propose an improved quality keyframe selection method for HD video with less amount of computation time than existing methods. Five keyframe evaluation metrics are defined, the priority filter algorithm is proposed, and the performance in terms of keyframe quality and execution time is analyzed. In our experiment, the proposed algorithm replaces 22% of keyframes for about 1 hour of drama with 49% improvement and 20% disimprovement. The execution time is about 1.24 minutes, which is 44.5% reduction. The proposed algorithm replaces 54% of keyframes for 1 hour news with 42% improvement and 15% disimprovement. The execution time was about 11.12 minutes, which is about 50 times faster, compare to the one without the proposed scheme.

Future research needs to improve the algorithm’s performance, such as improvement of detection rate of the face detection and improvement of the caption detection speed. It is also necessary to acquire various data and to carry out experiments through various genres to determine the optimum priority metrics for each video genre.
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